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Abstract: A new method to identify the process of logical reasoning is presented. In spite of

its indispensability and importance. we have had few methods to identify a subject'sreasoning

process, except that of using verbal protocol data. ln this paper, for the purpose of objective
identification oi the reasoning process, we propose a new method to obtain the subject's
reasoning process, in terms of a resolution tree for a task of which the logical structure can

be written by first-order predicate logic. The resuFts of an experiment using this method are

presented. They revealed some interesting features of human reasoning such as. large differ-

ences between
subjects,remarkable parallel processes, and the existence of subgoals for

each subject.
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In this paper, a method to identify the process

of human logicalreasoning is proposed. Sup-

pose a
subject

is given a logical problem, such

as the following (modiBed from Chang & Lee,

1973, p. 89),and is asked tojudge whether the

conclusion is true or not.

Premises: rime customs ofncials searched

everyone who entered this country who was

not a VIP. Some of the drug pushers entered

this country and they were searched only by

drug pushers. No drug pusher was a VIP.

Conclusion: Some of the officials were drug

pushers.

Generally, the procedure of derivation of

proof from a given set of logical formulae is

nondeterministic, and automated procedures

often give a vast number of redundant infer-

ence steps, even if the problem appears quite

simple to human beings. Several efficient

methods have been proposed in automated

theorem-proving systems of artificial intelli-

gence (AI). There emerges a question: "What

is the real inference process of human beings?"

In order to answer this question, it is important

to know the process of human logicalinference

for problems like that given above, in other

words, to hd out how a human being
solves

logical problems in what steps of inference, and

to know where (s)he infers correctly and where

(s)he infers incorrectly, and so on, throughout

the whole logical reasoning process.

Though many models of deductive reasoning

have been developed in psychology (forreviews,
see, e.g., Evans, Newstead, & Byrne, 1993;

Johnson-Laird & Byrne, 1991), we have had

few methods to identify the subject'sreasoning

ptocess except that of using verbal (oral or

written) protocol data
-

the method of protocol
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Identifying the reasoning process

analysis (e,g.,Ericsson & Simon, 1984).Even

though this method is useful in many cases,

there are some problems with it in strictly and

objectivelyidentifyingreasoning processes. For

example, the subjects must be specially trained

in order to obtain useful protocol data. Second,

subjects may not always tell the truth. Third,

subjects cannot always verbalize all the proces-

ses. Fourth, it leaves room for involving the

experimenter's subjectiveness
in interpreting

the data, and so on.

We propose, in this paper, a method to iden-

tify objectively the process of human logical

reasoning. This method has several restrictions

at present, such as the logical structure of the

task being represented by first-order predicate

logic, as is detailed in the next section. On the

other hand, the method of protocol analysis

may be a generic one for a variety of cognitive

tasks. fmerefore, if the present method is

used simultaneously with protocol analysis, it

may lead to a new paradigm for experimental

studies of logical reasoning. rme discussion

about the extension of this method and general

problems in methodology will be presented in

the last section.

Ftepresentation of the problems

and soJutions

Below, we propose a method to identifya sub-

ject'sreasoning process when (s)he is solving

logicalproblems. We introduce the notion of

logical formulae and graphs in order to repre-

sent given problems and subjects'solutions of

these problems.

The method we propose here is based on the

resolution principle (Robinson, l965),which is

one
of the algorithms of automated theorem

proving that verifythe validity of a given form-

ula of Brst-order predicate logic.For instance,

the logical structure of the problem given above

is represented by the following well JTormed

jTormulas (wffs).Let A(x) mean
"x

entered this

country," B(x) mean
"x

was a VIP," C(x) mean

"x is a human," D(x,y) mean "y searched x,"

E(x) mean
"x

was a customs official," and F(x)
mean "x was a drug

pusher." Then the premises
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can be represented by the conjunction of the

following
wffs:

F.: Vx[[A(x)^
-.lB(x)

^ C(x)]-

jy[D(x,y)^ E(y)]],
F2: jx[F(x)^A(x) ^Vy[D(x,y) )

F(y)]],
F,: Vx[F(x) i

-B(x)],
F.: Vx[F(x) ) C(x)],

and the conclusion is

[G: 3x[F(x) ^ E(x)]].

Generally, as a matter of convenience, auto-

mated theoremlrOVing procedures including

the resolution are not based on validation t)ut

on refutation. These procedures are applied to

a standard form of a wff. rme
conjunction of

the premises and the negation of the conclu-

sion should be trarlSformed into prenex normal

form whose matrix
is in

conjunctive normal

form, Q.x.Q2X2... Qnxn [F.^... ^F,n],where
every Q,xt,i= 1,..., n, is either Vx. or jxi, andI

every F,j
= 1,..., m is a disjunctionofliterals

-
a literal means an atom or the negation of an

atom (e.g.,A(a), -B(x), etc.).
Furthermore,

without affecting the inconsistency
property,

the existential quaptifiers in the prefix of this

formula can be eliminated. Suppose Q, is an

existential quantifier in prefix QIX.Q,x2... Qnx,.,
1 < r < n. If no universal quantifier appears

before Q,, we choose a new constant, c, and

delete Q,x, from the prenx. If Q.y.,Q.y,,...,Q.ym
are all the universal quantiBers appearing

beforeQ,,1 ss. <s2<...<S <r,WeChoose

a new m-place function symbol f,replace all x

by I(xL,..,XL,.2,...

I.A, and delete Q,x, from ther

prefix. The function introduced here is called

Sko/em function. rIlle Wff transformed into

standard form through the above process

becomes a
conjunction of clauses governed

only by the universal quantiher, where a clause

is a nnite disjunction of zero or more literals.

Thus, for convenience, omitting the universal

quantifier and conjunction symbol, we repre-

sent a wffby a set of clauses like below.

S= (A(x) v B(x) v-C(x) vD(x,i(x)), (1)

A(y) v B(y) v
-C(y)

v EU(y)), (2)
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Figure 1. An example of a connection graph. The node partition corresponding to the conclusion

(i,e..top clause)
is

written in the duplicate line box.

-F(I) v -lB(I),

-F(u)
v C(u),

F(a),

A(a),

lD(a, v) v F(v),

lF(w)
v

-E(w)i.

(3) Chapter 5). A step in the resolution in the set

(4) of clauses corresponds to an edge in the con-

(5) nection graph. Figure 2 shows an example solu-

(6) tion of the problem in terms of a resolution

(7) tree.4 Every branch
pair in this figure

repre-

(8) sents a step in the resolution corresponding

Here, (1) and (2) are obtained from F., (3) is

obtained from F3, (4) is obtained from F., (5),

(6),and (7) are obtained from F2, and (8) is

obtained from negation of G.

In order to clarify the logicalstructure of the

task, we represent the set S of clauses by a

(directed)connection graph3, as shown in Figure

1 (Chang & Slagle, 1979; Sickel, 1976, 1977).
Every edge in the connection graph connects

the literals that are potentially complementary

with each other. It corresponds to the possible

refutation and substitution in the set of clauses.

The central idea
of the resolution procedure

is elimination of literals in the set of clauses: for

any two clauses C. and C2, if there is a literal lJ.

in Cl that is complementary to a literal L2 in C2,

delete I.. and L2 from C. and C2 respectively,

and construct the disjunction of the remain-

ing
clauses. The constructed clause is called a

resolven( of C. and C2 (See Chang & Lee, 1973,

3The original versic.n of this graph is called c/ause
inter-

comectivify graph in Sickel (1976, 1977).
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to the edge in Figure 1, and the label of each

pair of branches and that of the edge are

named identically. To take a simple example of

resolution (Figure 2),the step
in the resolution

labeled "a" deletes literals F((I)and A(a) from

two clauses, (5) and (3),and the resolvent is

-B(a),
labeled a. We will show in the following

section that a
subject'sreasoning process can

correspond to a resolution tree.

Practical design of the experiment

To identify a reasoning process with the resolu-

tion tree, we designed an experiment as follows.

Framework

me experimental task is a quasichemical

experiment conducted on a color video display

controlled by a personal computer. ne task

need not necessarily be a chemical experiment;

as long as the task satisfies the methodological

l

4This solution
is based on the method of SPU (selective

positive unit resolution; see Nagao& Fuchi, l983. p. 105).
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Identifying the reasoning process

(6) (i) (6) (2)

P

a: J-i B(a)

(8) P:C(a)

y: B(a) v- C(a)vD(a, f(a))

6..B(a) v-l C(a)vE(f(a))

E:
-TC(a)vD(a, f(a))

E: --l C(a)vE(i(a))

T7:D(a, f(a))

0: E(i(a))

I: Ftf(a))

K:
lFtf(a))

Figure2. A resolution treeforthe example in Figure 1. Each number
in this figure indicates a clause

in the set Sof cLauses, and cor(esponds to that in Figure i. The Label marked on each pair oi

the branches corresponds to that of the edge
in Figure 1.

conditions described below, the style of task is

free.

chemical agents are displayed on the screen,

and subjects are given a set of tests with which

to examine the properties of the agents. Every

sub)'ect is also given a sheet of paper on which

are written a set of rules regulating the rela-

tions between the properties of the chemical

agents. Each rule is written in natural language,

and expressed by
conditionals.

rme goal of

the problem is to find out which agent satisnes

the designated chemical property. Subjects are

instructed to solve the problem logically by

examining the properties of the chemical agents

through the tests and by making inferences

from the results of the tests and the given rules.

Iiowever, in order to execute a test, the follow-

ing conditions have to be satisfied. These con-

ditions win be called the hot(om-up restric(Loon.

1. The property of the chemical agent that is to

be examined by the test must not be included

in any of the consequents of the given rules.

(Note that unit clause, e.g., P(a), or Q(x), is

not involved.)
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2. If the property violates the above condition

(i.e.,if the property of the agent to be exam-

ined by the test is included in the conse-

quent(s) of one or more
rules),then all the

antecedents of the rule or rules must have

been confirmed by preceding tests.

With this restriction, you can represent the

structure of the logical task as a connection

graph and represent the real reasoning process

of each subject
as a resolution tree.

Reason/'ng process and execution

of tests

ln this experiment, each rule corresponds to a

clause in the set S of clause; (it
is called node

partL-tL-On
On a

COnneCtion graph), and each test

corresponds to an edge that connects the com-

plement literals to each other in the connection

graph. (In fact, as it will be shown-below, a test

may correspond to more than one
edge.)

From

the standpoint of formal logic,a chemical agent

corresponds to a non]ogical constant. And the

results of an experiment will reveal the sub-

ject'slogical
reagoning process objectively

as

@ Japanese Psychological AssociatIOn l996.
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Figure 3, Twocases in which a node has

multiple edges. The difference

between cases I and ll is the direction

of the edges. ln these cases, the

correspondence between test and

edge can not be one to one.

a sequence of executed tests, corresponding to

the sequence of labels of the edges. In fact, the

sequence of executed tests indicates a proof by

the refutation procedure on the basis of the

resolution principle.

Now, consider some problematical forms of

connection graphs. If a node has multiple edges

(Figure 3), the relation between a test and a

step in the refutation cannot have a one-to-

one correspondence. For this reason, there is a

need for an additional procedure. In the new

procedure, the subject has to answer the fol-

lowing two or three questions, every time (s)he

executes the test.

1. "Which rule's condition5 do you want to

satisfy by the test that you intend to conduct

at present?"

2. "If you are confident about the result of

the test by the given rule, then answer

whether the chemical agent has or does

no( have the property; if unsure, then

answer
uncertain." (TYleanswer Should be

"yes," "no,"
or "uncertain:')

5As a matter of fact, the strict meaning of the word
'conditionr' used

here is ''antecedent.'r

@ Japanese Psychological Association l996.

3. If the subject answered "yes" or "no" to the

previous question, (s)he was given the fol-

lowing additional question: "From which rule

did you predict the property of the agentsr

The
subject

is allowed to select more than one

rule
in

question 1, but only one in
question 3.

ne answer to question 1 resolves the un-

certainty of the correspondence between a test

and a step h the refutation shown in Figure 3-I,

and the answer to question 2 resolves the

uncertainty shown in Figure 3-II. Moreover,

the answer to question 2 indicates whether the

execution of the test is merely a means to find

out the agent's property, or whether
it corre-

sponds to a step h the refutation. For example,

conducting test A under the condition given by

the rule "There exists chemical agents that

have property A" may not correspond to a step

in the refutation, but rather be a means of

examining the property. On the other hand,

when the rule is "lf a chemical agent has prop-

erty B, it has property A" and it is already evi-

dent from the results of test B that the agent

has property B, then the execution corresponds

to a step in the refutation. This will be sub-

stantiated
by the answers obtained from the

questions.

Experiment

Following the method above, we conducted an

experiment to identify the reasoning process of

subjects
during the solving of a logical task.

Method

Task. Seven rules and a supplementary rule

were prepared. rnle rules and the goal were

printed on a sheet of paper and handed to the

subjects.
rmey were as follows6 (allproperties

in the rules are fictional):

1. Iso-group chemical agents which are
poly-

modlJic and not breakabilic are bea(able.

6They vvere vvritten in Japanese in the experiment:

/'so-group was described with Japanese artificialword
iso-zoku, breakabilic with kai-sei.polymodific with juuka-

sei, drastine with geki-sei. para[ic with pars-sei,
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2. Iso-group chemical agents which are poly-

modljic and not breakabilic are drastine

after heating.

3. Para(ic chemical agents are not breakabilic.

4, Paratic chemical agents are
polymodlJic.

5. mere exists a paratic chemical agent.

6. There exists an iso-group chemical agent.

7. There exists a
para(ic chemical agent after

hea ting.

Some
chemica) agents satisfy rules (5),(6),and

(7) simultaneously.

And the goal was:

8. If there are
chemical agents that are paratic

and drastine, please find one; if you cannot

find any, then form it (by heating) from the

given chemical agents.

Let A(x) denote "I is iso-group," B(x)
denote "I is breakabilic," C(x) denote "x is

polymodlfic," D(x,y) denote "x
changes to y

by heating," E(x) denote "x is drastine," F(x)
denote "x is paratic." 111e logical structure of

these rules is identical to the example
men-

tioned at the beginning, and the premises and

the negation of the conclusion are shown by

the set of clauses (1),(2),...,(8) given under

"Representation of the problems and solu-

tions," while the connection graph of these

clauses is shown in Figure 1.

rrhe set of clauses pertaining the task con-

tains one Skolem function relating to the pred-

icate S; the Skolem function
corresponds to the

operation hea(ing, and the predicate S denotes

the relationship between the agent to be

heated and the one generated from it by the

operation.

Subjects were given eight chemical agents

fictionally named on the video display. In order

to avoid a possible selection-order difference

among subjects, the properties of chemical

agents were not defined in advance but were

dehed by the subject'sselection order itself.

For instance, both for a
subject who selected

the left-most agent first and for another subject

who first selected the agent third from the left,

the property of the chemical agent was the same.

Hence, in whatever order they selected the
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agents, all the subjects
had to conduct the same

minimum number of tests that was decided

upon before the experiment by the experi-

menter. Since the goal chemical agent formed

by heating is necessarily selected seventh in

this experiment, everyone had to test at least

six agents before the goal was reached, regard-

less of selection order. Figure 4 shows an exam-

ple of the video display from the experiment.

Subjects. Eighteen
subjects participated in

this study. All
subjects

were university students,

and were native Japanese speakers. Although

we did not restrict subjects
by their majors,

no

one was a mathematics major
nor a logic

major.

Resu/ts and discussI'On

ne resolution trees obtained from
subjects

(two of them are shown in Figures 5 and 7)
indicate large variation, showing that differ-

ences in people's logical reasoning styles are

quite large.

Figure 5
shows a resolution tree for a

subject
which represents a typical process of reasoning

in this task. The tree shows that the first
step of

the
subject's

inference is to obtain both clause

B(a) v-C(a) v EW(a)) (labeled a in Figure 5,

and we call it resolvent a)
from rules (2) and

(6), and clause B(a) vlC(a) v D(a, Ra))

(resolvent P) from rules (1) and (6) concur-

rently. Repeating the resc.1ution like this, the

subject was able to prove (i.e.,solve) the prob-

lem in seven steps at the last stage of the task.

Some of the steps
in the resolution (i.e.,the

fht, second, fourth, and sixth steps)
in Figure 5

can be regarded as a kind ofparallel resolution.

For example, the resolution of the first step is

regarded as deriving two resolvents (i.e.,a and

P) concurrently from three clauses (i.e.,rules

(1),(2),and (6)),while the ordinary resolution

procedure practiced in
artificial intelligence

derives only one resolvent at a time. We call

this parallelism divergent parallelism, and it can

be schematized generally as Figure 6-I.

role Salient feature of this tree is the portion

for deriving the resolvent I and 0 (the fourth

and the sixth step, respectively)
in the figure.

Three or more edges come together at these

nodes. This derivation can be regarded as a kind

of parallelism. We call it convergentparallelism,

@ Japanese Psychological Association l996.
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A sample screen from the experiment. This figure indicates an execution of paratictest for the

extreme left chemical agent, and the result shows that it is not paratic,
All

of the subjects'

operations (e.g., selecting a chemical agent from eight, executing a test, etc,) were conducted

by clicking a mouse button_ The center part of the screen demonstrates each test execution,

and varies with the test. The lower left window lists all the results of tests previously executed

for the current agent_ [n the experiment, all messages and all names of the chemical agents

and properties on the screen were in Japanese_

and Figure 6-II shows the general form of this

parallelism in the resolution tree. These paral-

lelisms are different from "or
parallelism" or

"and parallelism," which are
major concepts of

logicprogramming.

ln relation to the response time in Figure 6.

while it seems that there is no significant differ-

ence between steps, the second or the third

step from last takes a little longer. The second

step from last corresponds to the execution of

test E for the chemical agent after heating.

Table 1 shows the mean
response time for

all

subjects.
rnlis table reveals that test E took a

long response time. The initial response time
-

time from the beginning of the task to the initial

response
-

is not shown in Table 1 because it

was often very long and was regarded as being

somewhat different from the other responses.

The point to notice is that test E was executed

right after test D (heating operation)
by the

subjectofFigure 5 and many others. Test E must

be executed after heating because the literal

EU(y)) of rule (2) contains a Skolem function.

@ Japanese Psychological Association l996.

(See formula (2) above.)
For this reason, there

is a possibility that heating was a kind of sub-

goal for most subjects,and when they reached

the subgoal, they needed extra time for new

planning to attain the final goal.

Some
subjects

derived redundant resolvents.

Figure 7 indicates a resolution tree which

contains a redundant subtree (represented by

broken lines).In Figure 7, we cannot overlook

the fact that there was a marked increase in

response time on tests B and E (i.eJhe sev-

enth and the ninth steps, respectively).
With

regard to the resolvent K', the subject
concur-

rently derived resolvent A, which is indispens-

able, and p and v, which are redundant. The

response at the seventh step was right after this

derivation, and the ninth step occurred when

the subject ended the derivation of redundants.

A possible explanation for this round-about

means of attaining the goat might be as follows:

the subjectthought about something for a while,

made a false plan and derived a redundant

resolvent, i (the seventh step),and successively
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(2) (6) (1)

a: B(a) v..-l C(a) vE(4a))
P: B(a)v-l C(a)vD(a, i(a))

y: -.B(a)
6:.TE(a)

e: -l C(a)vD(a, f(a))

I:D(a, f(a))

T7: F(i(a))

0: lF(f(a))

F-lgure 5.

0 5 10

Response time

(seconds)
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A resolutlFOn tree for the task. Each number labeled on the node
lm

thlLSfigure (-l_e_,(1), (2),

,(8)) denotes a rule number, and each labeHi.e., a, jL.., 0) denotes a resolvent that the subject
derived. Note that this tree represents only the last stage of the subject's reasoning process

for the task, At this last stage, the subject clealt with the chemical agent that satisfied the

conclusion, namely. the last agent that (s)he used in the task. The subject had carried out

similar inferences before this stage. The right-hand horizontal bar chart shows response time

corresponding to the steps of the inferences_ On the vertical axis, the predicate symbol of the

test that corresponds to the step of resolution of the teft-hand tree is shovJn. The salient

feature of this tree is the portion for deriving the resolvent Eand 0, which is car[ed

convergent parallelism.

l. Ao AI An

BI Bn

Ill Ao AI An

BI

Figure 6. l. Divergent parallelism in resolution
tree (n > 2). lT.Convergent parallelism
-ln

reSOlutlLOn tree (n a 2),

derived o (the eighth step)
following this plan.

rmen the subject
became aware of the mistake,

thought about it for a while, and then attempted
to resolve the contradiction (the ninth step).

General discussion

The experiment reported in this paper revealed

details of each subject'sreasoning process. The

inference process was identified
objectively

in

the form of a partial
or

whole resolution
tree,

and response time in each step was inforrntltive

of the characteristics of the reasoning process.

rrnus the differences between individuals in

reasoning were concretely and objectively
identified, and, in particular, the existence

of a parallelism in logical inferences was

shown. Though further experimental research

@ Japanese Psychological Assocbtion l996-
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Table 1. Mean response time andthe

total number of executions of the tests for

allsubjects

Test A B C D E F

Responsetime(s) 14,5 1l.3 10r5 12.0 3lrl l5_5

Numbersofexecutions 66 49 48 39 23 120

The initial response time was excluded because the time

was often very bng and appeared somewhat different

from the other response times_ Et is evident that test E

took a comparatively long response time_

is needed to confirm the parallelism, it may

lead to a new conceptualization of the reason-

ing process.

Some
subjectsmade redundant steps: part of

the reasoning steps of some
subjectsturned out

(l) (6) (2)

a: B(a) v-1C(a)vLqa, I(a))

P: B(a) w C(a)vE(f(a))

y: -B(a)
8: C(a)

E:
-lE(a)

I: JTC(a)vD(a, f(a))

T7:- C(a)vE(f(a))

a D(a, I(a))

Figure 7.

to be a redundant subtree which had no bear-

ing on the attainment of the goal. But this

redundancy differed from that usually encoun-

tered in
artificial systems. The redundant reso1-

vents derived by automated theorem-proving

systems
are extensive, diverse. and out of con-

trol, while redundant steps of human beings

are characterized by their response time. Thus,

the comparison of redundancy
in human and

mechanical systems may provide new insights

both for artificial intelligence and for the

psychological study of reasoning.

The method we presented has potential for

generalization. First, the nature of tasks is not

constrained
-

the method is independent of the

superficial meaning of the task, as described

above. Second, we can examine all varieties of

5 1 0 35 40 45 50

Response time (seconds)

I: E(f(a))

K: F(I(a))

A:
-E(f(a))

p: C(f(a))

v:
1B(f(a))

i:TA(f(a))vl C(f(a))vE(f (f(a)))

o:
TA(f(a))vE(i(i(a)))

A resolution tree that contains a redundant subtree. The subtree represented by broken Lines

(which involves resoEvent FL, V. i.and o) is unnecessary to finish the task. There is marked

increase in response time on tests B and E.
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Identifying the reasoning process

logical structure (at least in terms of classical

logic)that correspond to an unsatisfiable set

of clauses. nerefore, an experimenter can

include
any

logical structure that (s)he wants to

examine in the cognitive task.

On the other hand, there are several prob-

lems that need to be resolved. The fore-

most is the bottom-up restriction (see above).
Since many strategies that are not bottom-

up,
for example, simple SNL (selectivenega-

tive linear resolution; see Nagao & Fuchi,

1983) can also be considered as a solution

for a set of clauses, the subjects should be

allowed to select such strategies. The bottom-

up restriction of the present experhent may

have overly constrained the inference style of

subjects.
A closely related problem is that if a subject

used a procedure that is not bottom-up, the

response was regarded
as a mistake and was

inhibited thereafter, so that the inference steps

that may have occurred after the response

failed to be recorded.

Third, though we interpret a rule
in the set of

clauses as a conditional, for example, A V B

as "If A then B," this is not a unique interpre-

tation. In classical logic,the formulas A v B,

A_) B, and lB
) A are equivalent to each

other. nus the rule could be expressed by a

sentence like "Not A or B (or both)," or "If

not B then not A," and
so on. The crucial

point is whether these sentences are cogni-

tively equivalent or not. If they are not equiva-

lent, it is important to know their effects on

reasoning.

Lastly, and with some relevance to the

last problem, there is a question concerning

whether the set ofclauses are sufficient as tools

to represent the human reasoning process. It is

true that any wff can be transformed into a set

of clauses without affecting the inconsistency

property, but there remain some problems in

the transformation. Let us return to the exam-

ple at.the beginning of this paper. Consider the

following two sentences.

1. Some drug pushers entered this country and

all of them were searched only by drug

pushers.
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2. Some drug pushers entered this country and
some of them were searched only by drug

pushers.

These two sentences are expressed by follow-

ing wffs, respectively:

jx[F(x)^ A(x)] ^ Vy[Fb) ^ A(y))
Vz [D(y,I)) F(I)]]

jx[F(x)^ A(x)] ^ jy[F(y) ^ A(y)^

Vz [D(y,I)) F(I)]]

These wffs, however, are transformed into the

same set of clauses:

(F(a),A(a), J-D(a,I),F(I)).

When these wffs are transformed into one and

the same set of clauses, some information (but

not the inconsistency
property)

is lost. The dis-

tinction of meaning between the above two

sentences disappears as soon as they are trans-

formed into a set of clauses. It is certain that

the above two sentences are different in mean-

ing for human beings. If a difference like this is

really important for the human reasoning proc-

ess, the sets of clauses are insufAcient as tools

to represent the logical tasks and reasoning

process, and need improvement. ney also

need extension in order to examine other kinds

of reasoning processes, which have the charact-

eristics of inductivity, abductivity, nonmonoto-

nicity, and so on. And with respect to the

experimental findings reported here, we need
to find out in further

research whether they are

dependent on the personality characteristics of

the
subjects and/or the nature of the method

employed.
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