## －ショートノート

# 因果帰納の二要因ヒューリスティックス・モデル 

服部 雅史

In regard to the causal induction based on contingency information，the probabilistic contrast，or the difference between the probability of the effect $(e)$ in the presence of the cause（ $c$ ），and the probability of the effect in the absence of the cause have been regarded as the appropriate measure of perceived causality in many studies．This arti－ cle proposes a new model of causal induction which is called the dual－factor heuristics （DH）model．The DH model is based on the two important factors of causal inference： $P(e \mid c)$ ，the predictability of the effect，and $P(c \mid e)$ ，the compatibility of the cause．In an experiment，participants made causal judgments from sequential presentations of infor－ mation about occurrences and non－occurrences of an effect in the presence and absence of possible causes．Participants＇judgments were better predicted by the DH model than models based on the probabilistic contrast．Effects of the probabilistic contrast， however，barely detected，and it was considered to be caused by mixed strategies of the participants．The results were discussed from the viewpoint of adaptive rationality．
Keywords：causation（因果性），contingency（随伴性），the probabilistic contrast model （確率対比モデル），the power PC theory（パワー PC 理論），evolutionary rationality（進化的合理性）

## 1．はじめに

ひとは，世界で起こる出来事を個別の事象として ではなく，因果関係というつながりによって結合し たまとまりとして知覚する。火事が起きればその原因を探ろうとするし，垩草を吸いながら肺癌のこと を気にかけるかもしれない。近代哲学においては， David Hume により因果的効力の実在性が否定され て以来，数多くの議論がなされてきた。心理学にお いても，認知心理学者は共変動（covariation）情報 と因果（相関）関係認知の問題として（e．g．，Smed－ slund，1963），動物心理学者は因果（随伴性）規則の学習の問題として（e．g．，Rescorla，1968），社会心理学者は原因帰属の問題として（e．g．，Kelley，1967），古くからこのテーマに関わってきた。

本研究の目的は，確率的情報に基づいた因果関係 の帰納に関するモデルを提案し，その記述的妥当性

[^0]を確かめることである．ここでは，因果性に関する哲学的議論に踏み込む余裕はないが，人間の認知の記述的理論を考える場合，それはあまり問題となら ない。確かに，社会的に共有された知識としての科学的因果関係を分析的に突き止めることは，人類に とって重要な所業であるが，その一方で，個人レべ ルのリアルタイムで進行する日常生活においては， できるだけ時間とコストをかけず，だいたいうまく いく結論を出すことは，適応的観点から極めて重要 である．有限の記憶容量と処理能力しか持たない人間が，現実的な時間内に有用な結論を出さなければ ならないという制約の中においては，「だいたい～ である」という確率的情報に基づく推論は必然的要求とも言えよう。

原因の候補となる事象と結果事象の共変動情報 からどのように因果関係が帰納されるかについて の確率的モデルとして，認知心理学，動物の条件 づけ学習などの異なる観点から，いずれも以下の $\Delta P$ に着目するモデル（随伴性モデル contingency
model）が提案されてきた（Jenkins \＆Ward，1965； Rescorla，1968）．

$$
\begin{equation*}
\Delta P=P(e \mid c)-P(e \mid \bar{c}) \tag{1}
\end{equation*}
$$

ここで $c, e$ はそれぞれ原因（の候補），結果を表 し，$c$ の上のバーは否定を表す。すなわち，このモ デルは，原因が起きたときに結果が起きた確率（例 えば，薬を飲んだときに病気が直った確率）と，原因が起きなかったときに結果が起きた確率（薬を飲 まなかったときに病気が直った確率）との差を考え， その差が 0 より十分大きい場合には因果関係があ ると考え，そうでない場合は因果関係がないとする ものである。

Cheng \＆Novick $(1990,1992)$ は，この随伴性モ デルに，当該事象に関する文脈によって決定される とされる焦点集合（forcal set）の概念を取り込み，確率対比モデル（probabilistic contrast model；以下 では PC モデル）を提案した ${ }^{1)}$ 。このモデルはまた，「原因」と「可能化条件（enabling condition）」（以降，単に「条件」とよぶ）の区別も説明した（Cheng \＆Novick，1991）。例えば火事が起きたとき，「煙草 の火」を原因と言うことはあっても，通常，「酸素」 は原因ではなく単なる「条件」と言われる。しかし，煙草の火も酸素も他の要因と同時に存在することで十分条件となりうること，また，それが必要条件と なる個別事例を考えることができることなど，論理的ステータスにおいて両者に区別はない。つまり，原因と条件の区別は，必要性や十分性という論理的概念では捉えられない問題である（e．g．，Hart \＆ Honoré，1959／1985）。

PC モデルによれば，原因の候補と考えられる事象 $c$ が存在するとき，当該の焦点集合において $\Delta P \gg 0$ のとき $c$ は原因と判断される。また，そ の現在の焦点集合において $P(c)=1$ であり，かつ別の焦点集合において $\Delta P \gg 0$ のとき，$c$ は単な る条件と判断される。さらに，上記のいずれにも当 てはまらない場合，すなわち，$\Delta P \simeq 0$ であるか， または，当該の焦点集合において $P(c)=1$ であっ

[^1]ても，他のいかなる焦点集合においても $\Delta P \simeq 0$ の場合，$c$ は因果的無関連要因と判断される。

## 2．ニ要因ヒューリスティックス・モデル

上記の PC モデルとは別の観点から因果推論の確率モデルを考えることも可能である。そもそも因果推論の意義は， 1 つには，将来起こるであろう結果を予測•予期することにより，将来に備え，環境により適応したよりよい生活を送ることにある と考えられる。ある事象 $c$ が起きたときに別の事象 $e$ が起きる確率が高い場合，$c$ は $e$ の生起の予測に役立つ，そこで，原因 $c$ から結果 $e$ の予測可能性（predictability）は，$P(e \mid c)$ で定義されるとす る．この観点からは，予測可能性 $P(e \mid c)$ が高いほ ど，$c$ が $e$ の原因らしいと考えられる。

一方，日常的因果関係には，「原因のないところに結果は起こらない」という暗黙の前提がある。これ を確率的表現によって表すと $P(\bar{c}, e) \simeq 0$ となる。 しかし，$P(\bar{c}, e)$ の変動範囲が $0 \leq P(\bar{c}, e) \leq P(e)$ であることを考えあわせると，重要なのは $P(\bar{c}, e)$ の値自体の小ささより，むしろ $P(e)$ と比較してど れくらい小さいかという問題であることがわかる。 すなわち，$P(\bar{c}, e) / P(e)=P(\bar{c} \mid e)$ が小さければ小 さいほど，日常的意味における因果律にあてはまる ことになる．そこで， $1-P(\bar{c} \mid e)=P(c \mid e)$ を原因の結果に対する適合性（compatibility）と定義し，こ の値が高いほど，原因候補事象 $c$ が結果 $e$ の原因と して適合的であると考える。

以上の議論から，因果関係の帰納のためには，原因 $c$ から結果 $e$ の予測可能性 $P(e \mid c)$ ，および原因 の結果に対する適合性 $P(c \mid e)$ という 2 つの要因が強く関係しており，これら2つの確率がともに高い ときは原因 $c$ と結果 $e$ の因果関係が強く認知され， いずれも低いときは因果関係がないと判断されると予測される。では，予測可能性と適合性の一方のみ が高くもう一方が低い場合はどうなるであろうか。

結果を引き起こすための「条件」とは，当該の文脈において，ごく普通のありふれた事象である。あ りふれているということは，その存在自体が結果を予測する可能性，すなわち条件から結果の予測可能性は低いと言えるだろう。一方，「条件」という単語には「必要条件」の響きがあることから，原因の場合と同様，「条件が満たされないところに結果は起こらない」とされ，条件の結果に対する適合性は

表1 二要因ヒューリスティックス（DH）モデル による因果帰納の結果予測

|  |  | $P(c \mid e)$ |  |
| :---: | :---: | :---: | :---: |
|  | 高 | 低 |  |
|  | 高 | 原因 |  |
| 無関連 |  |  |  |
| $P(e \mid c)$ | 低 | 条件 |  |
| 無関連 |  |  |  |

高いのではないかと考えられる。したがって，予測可能性 $P(e \mid c)$ が低く，適合性 $P(c \mid e)$ が高い場合 に，$c$ は条件と判断されると予想される。逆に，予測可能性 $P(e \mid c)$ は高いが適合性 $P(c \mid e)$ が低い場合は，日常的な意味でのナイーブな因果律を満たし ていないことから，因果関係は認知されにくいと考 えられる。

以上の予測をする因果帰納の確率モデルを二要因 ヒューリスティックス・モデル（dual－factor heuris－ tics model；以下ではDH モデル）と呼ぶ．原因，条件，因果的無関連要因に関するDH モデルの予測 をまとめると，表1のようになる。

そこで，DH モデルの記述的妥当性を，従来の PC モデルと比較する実験によって確認することに した。以下では，その実験を紹介する。なお，両モ デルの予測に関わる $\Delta P, P(c), P(e \mid c), P(c \mid e)$ を確率指標，または単に指標とよぶ。

## 3．実 験 方 法

## 3.1 被験者

被験者は，大学生および大学院生計 27 名であっ た． 5 名は個別に実験を行い，残る 22 名はそれぞ れ 5 名， 8 名， 9 名の小集団で行った。

## 3.2 課 題

実験課題は，コンピュータ上に時系列的に提示さ れる原因候補事象と結果事象の生起•不生起の組み合せを一場面ずつ観察し，最後に，その原因候補事象が原因•条件•無関連要因のいずれであるかを強制選択法により判断するというものであった。被験者にとって「原因」と「条件」の区別が明確になる ように，Cheng \＆Novick（1991）による教示の該当部分をそのまま用いた。その内容は，校庭で遊ぶ少女を少年が背後から押し，少女が転んで膝にけが をしたとき，原因は「彼が押したこと」であり，「地球の重力」や「地面が堅いこと」などは条件と考え られる，というものであった。

各セッションの最初に植物に花を咲かせる作用を

持つ可能性のある 3 種類の薬品（農薬）が提示さ れた．被験者は，その中から自由に 1 つを選択し， セッションの最後にその薬品についてのみ因果性判断をした。 セッションを構成する各試行において，被験者は，自分が選択した薬品を含む 3 つの薬品 がそれぞれ与えられる／与えられない場面と，植物 の花が咲く／咲かない場面が同時に提示された。被験者は自分のペースでそれを観察した。被験者が選択した薬品は，事象の生起頻度が統制されたが（後述），選択しなかった 2 つの薬品については，それ ぞれ生起確率 $1 / 2$ でランダムに提示された。セッ ションの終了時の因果性判断の際，その判断に対す る確信度をマウスを使って無段階で回答した。確信度は， 0 以上 100 以下の整数に変換された。

各セッションに対応する刺激は，表2に示す 13種類である。原因候補事象の生起，不生起をそれぞ れ $c, \bar{c}$ と表し，結果についてはそれぞれ $e, \bar{e}$ と表 すと，事象の組み合せとしては，$c e, c \bar{e}, \bar{c} e, \bar{c} \bar{e}$ の 4 種類が考えられる。これらの事象頻度により確率指標値が定まり，それによって各モデルの予測が決定する。表2の刺激IDは，アルファベットの 1 文字目が DH モデル，2 文字目が PC モデルの予測を それぞれ表しており，C，N，I の文字はそれぞれ原因，条件，無関連要因を意味する。例えば CN2は， DH モデルが「原因」，PC モデルが「条件」とい う反応を予測する刺激である。アルファベットの後 に続く数字（1 または 2）は，以下で述べる刺激バ リエーションの識別子である。

DH モデルに関しては，確率値の高い値は，． 9 以上とし，低い値は． 5 とした。低い値を 0 に近い値 にしなかったのは，例えば $P(e \mid c)=.1$ とすると $P(\bar{e} \mid c)=.9$ となることから，逆に $c$ が $e$ の抑制的原因と判断されてしまうのを回避するためであ る． PC モデルに関しては，$\Delta P$ が .5 以上のもの を $\Delta P \gg 0$ を満たすとし，他の制約条件と競合し ない限り， 1.0 に近い値になるようにした。

DH モデルが原因と予測するのは，$P(e \mid c)$ と $P(c \mid e)$ の両方が高い場合であるが，「高い」とい うのは相対的な概念であるので，確率としての最高値の 1.0 の場合以外に，ややノイズを含むバリエー ション（指標値がそれぞれ． 9 程度のもの）を設け た。 CC および CNに関しては，こうして 2 種類の バリエーションが設定された。 CIについては，刺激の制約上，試行回数を非常に多く（最低 100 試

表2 各刺激の事象数と各種の確率指標，被験者の反応頻度，回答に対する確信度

| ID | 事象数 |  |  |  | 確率指標 |  |  |  | 反応頻度 |  |  | 確信度 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ce | $c \bar{e}$ | $\bar{c} e$ | $\bar{c} \bar{e}$ | $\Delta P$ | $P(c)$ | $P(e \mid c)$ | $P(c \mid e)$ | C | N | I | M | $S D$ |
| CC1 | 10 | 0 | 0 | 10 | 1.00 | ． 50 | 1.00 | 1.00 | $23^{++}$ | $4^{-}$ | $0^{--}$ | 82.3 | 18.0 |
| CC2 | 18 | 2 | 2 | 18 | ． 80 | ． 50 | ． 90 | ． 90 | 12 | 9 | 6 | 63.2 | 22.4 |
| CN1 | 20 | 0 | 0 | 0 | － | 1.00 | 1.00 | 1.00 | $20^{++}$ | 6 | $1^{--}$ | 73.6 | 26.4 |
| CN2 | 9 | 1 | 0 | 0 | － | 1.00 | ． 90 | 1.00 | $14^{+}$ | 10 | $3^{-}$ | 62.2 | 14.7 |
| CI1 | 81 | 9 | 9 | 1 | ． 00 | ． 90 | ． 90 | ． 90 | 9 | 6 | 12 | 59.2 | 28.2 |
| NC1 | 5 | 5 | 0 | 5 | ． 50 | ． 67 | ． 50 | 1.00 | $4^{-}$ | 8 | $15^{+}$ | 57.3 | 25.2 |
| NC2 | 5 | 5 | 0 | 10 | ． 50 | ． 50 | ． 50 | 1.00 | 5 | 9 | 13 | 45.3 | 23.4 |
| NN1 | 5 | 5 | 0 | 0 | － | 1.00 | ． 50 | 1.00 | 5 | 5 | $17^{++}$ | 50.4 | 24.1 |
| NI1 | 19 | 19 | 1 | 1 | ． 00 | ． 95 | ． 50 | ． 95 | $1^{--}$ | $4^{-}$ | $22^{++}$ | 59.7 | 23.7 |
| NI2 | 9 | 9 | 1 | 1 | ． 00 | ． 90 | ． 50 | ． 90 | $1^{--}$ | 7 | $19^{++}$ | 55.2 | 25.7 |
| IC1 | 5 | 0 | 5 | 5 | ． 50 | ． 33 | 1.00 | ． 50 | 5 | $2^{--}$ | $20^{++}$ | 59.1 | 21.7 |
| IC2 | 3 | 0 | 3 | 12 | ． 80 | ． 17 | 1.00 | ． 50 | 8 | 9 | 10 | 55.2 | 22.0 |
| II1 | 3 | 3 | 3 | 3 | ． 00 | ． 50 | ． 50 | ． 50 | $3^{-}$ | $1^{--}$ | $23^{++}$ | 65.2 | 21.7 |

注）反応頻度における＋＋およびー－は，$\chi^{2}$ 検定の結果 $1 \%$ 水準で有意差が認められた上で行った残差分析において， $1 \%$ 水準でそれぞれプラスおよびマイナス方向の有意差が認められたことを示す。同様に， ＋および－は，$\chi^{2}$ 検定で $5 \%$ または $1 \%$ 水準で有意差が認められ，残差分析で $5 \%$ 水準でそれぞれプ ラスおよびマイナス方向の有意差が認められたことを示す。

行）する必要があるため，被験者の負担を考慮して 1 種類のみとした。 NC に関しては，$P(e \mid c)=.5$ と $\Delta P \geq .5$ を満たし，かつノイズを含む刺激は存在 しないため，単に事象数の異なる 2 種類のバリエー ションを用意した。NNは，各事例数を単純に比例配分的に増減したバリエーションしか存在しないた め，複数用意する意義が小さいと判断し 1 種類の みとした。 NI のノイズを含まない刺激は， $\bar{c} e$ の事象数が 0 である必要があるが，それは他の条件と競合して作成不可能であったので，ノイズの多／少 の 2 種類を用意した。ICについては，PC モデル による $\Delta P$ を高めるという条件から，$P(e \mid c)$ の低 いバリエーションは作成できなかったので，代わり に $\Delta P$ の異なるものを用意した。INに相当する刺激は制約を満たす刺激が存在しないため用意できな かった ${ }^{2)}$ ．II は，NNと同じ理由から 1 種類のみと した。以降，刺激に 2 つ以上のバリエーションがあ る場合，最初の刺激を第一刺激， 2 番目の刺激を第二刺激と呼ぶ。

## 3.3 手続き

実験は，表2の13刺激に加え，被験者全員が最初に実施するダミー刺激（事象数は $c e, c \bar{e}, \bar{c} e, \bar{c} \bar{e}$

2）この場合，$P(c)=1, P(e \mid c)=\mathrm{LOW}, P(c \mid e)=$ LOW という 3 つの条件を満たす必要がある。確率の定義より，$P(e)=P(c, e)+P(\bar{c}, e)$ であるが，$P(c)=1$ の制約から $P(e)=P(c, e)$ となる。よって $P(c \mid e)=$ $P(c, e) / P(e)=1 \neq \mathrm{LOW}$ 。以上より，これらの制約を すべて満たすことは不可能である。

の順に， $9,1,1,9$ ）を 1 つ用意し，計 14 セッショ ンから構成された，ダミー刺激を除くセッションの実施順序，およびセッション内の試行の順序は被験者毎にランダム化された。各事象には，セッション間で全く関連性がないことが教示された。

## 4．実験結果および考察

## 4.1 刺激別の反応頻度

各刺激に対する被験者の反応頻度は，表2に示 されている。刺激別の頻度の偏りに $1 \%$ 水準で有意差が見られたのは（以下の括弧内は $\chi^{2}[2, N=27]$値），CC1（33．56），CN1（21．56），NN1（10．67），NI1 （28．67），NI2（18．67），IC1（20．67），II1（32．89）の 7刺激，また， $5 \%$ 水準で有意差が見られたのは，CN2 （6．89），NC1（6．89）の 2 刺激であった。残る CC 2 （2．00），CI1（2．00），NC2（3．56），IC2（0．22）につい ては有意差が見られなかった。有意差が見られた 9刺激について残差分析をしたところ，表2に示すよ うな結果となった。有意に反応数が多い／少ない反応には $++{ }^{--}(P<.01)$ または $+/^{-}(P<.05)$ がそれぞれ付けられている。

まず，両モデルが同じ結果を予測する刺激につい て見ると，CC1 および II1 は，両モデルの予測通 り，それぞれ C およびI の反応が明らかに多くなっ た $(P<.01) . \mathrm{CC} 2$ については，最頻反応は予測通 りであったが，有意差は見られなかった。しかし， NN1 では両モデルの予測に反して，「無関連」が多

かった。
次に，両モデルが異なる結果を予測する刺激につ いて順に見ていく，まず，DH モデルが原因と予測 する刺激について見ると，PCモデルが条件と予測 する CN1，CN2については，いずれも DH モデルの予測通り原因反応が最も多く，いずれも残差分析に おいて有意差が見られた（順に $P<.01, ~ P<.05$ ）。 PC モデルが無関連と予測する CI1 については有意差は見られなかった。次に，DH モデルが無関連 と予測するものについて見ると，IC1 では明らかに DH モデルを支持する結果が得られた $(P<.01)$ 。 しかし，IC2 では有意差は認められなかった。最後 に，DH モデルが条件と予測する刺激については， NC1，NN1，NI1，NI2 では，いずれも無関連反応 が多く（ $P \mathrm{~s}<.01$ ，ただし $\mathrm{NC1}$ のみ $P<.05$ ）， NC2 でも有意差はないがその傾向が見られること がわかる。

以上をまとめると，DH モデルが原因または無関連と予測する刺激については，CI1 を除いてその予測通りの反応傾向が見られ，一部（CC2，IC2）を除 いて有意差が見られた。一方，DH モデルが条件と予測する刺激については，すべて無関連反応が多 く，NC2 以外では有意差が見られた。

実験結果を見ると，DH モデルの「条件」という予測については，再考の余地がありそうである。表 1 の $P(e \mid c)$ が低く $P(c \mid e)$ が高い場合は，「条件」 ではなく「無関連」にモデルを修正するのが妥当か も知れない。また，両モデルの予測が一致する刺激 のうち，予測が外れたのは両者が「条件」と予測す る場合のみであった。PC モデルが条件と予測する要因は，それが別の何らかの焦点集合において原因 と認定されていることが前提となるが，今回の実験 では，その点は厳密に統制できなかった。したがっ て，CNと NNにおけるモデル評価に関しては，そ の意味で適切ではなかったかも知れない。

## 4.2 刺激に含まれるノイズの影響

CC および IC に関しては，第一刺激において のみ DH モデルの予測通りの有意差が見られた （ $P$＜．01）．CN については，いずれにおいても DH モデルの予測通りの有意差が見られたが，ノイ ズを含む第二刺激（ $5 \%$ 水準）に比べ，第一刺激の方が明らかな差が見られた（ $1 \%$ 水準）。一方，NI では，両者で PC モデルの予測通りの有意差が見

られ（ $P<.01$ ），NCについては，第一刺激のみで両者の予測と異なる無関連反応が有意に多かった （ $P<.05$ ）．ただし，どの刺激に関しても，第一刺激と第二刺激において（有意差の有無は別とすれ ば）同様の反応傾向が見られた。

CC 2 において有意差が消失したことから，$P(e \mid c)$ と $P(c \mid e)$ の両方が .9 という設定は，ノイズが大き すぎた可能性がある。そうだとすれば，有意差が見 られなかった CI1 についても，ノイズを少なくす ることで，DH モデルを支持する結果が得られる可能性があるだろう。 ただし，IC1 と IC2 は DH モ デルの指標値は等しい（ $\Delta P$ の値が異なる）ことか ら，この 2 者間における結果の違いを説明するに は，PCモデルの影響を考えざるを得ない。しかし同時に，$\Delta P$ が .8 にまで達しているにも関わらず，原因反応はチャンスレベルにも満たないことから，単純に PCモデルを支持する結果とも言えない。

## 4.3 選択頻度の対数線形分析

以上，刺激別に分析を進めてきたが，結果を統合的に捉えるために，DH モデル $[D]$ と PC モデル $[C]$ の各予測カテゴリ，および被験者の因果性判断 $[J]$ の 3 要因に関して対数線形モデルを適用した ${ }^{3}$ 。 ただし，IN の組合わせに相当する刺激が存在しな いため，モデルのパラメータ推定値を求められな $\omega^{4)}$ 。そこで，PC モデルが「条件」と予測する刺激（CN と NN）を分析対象から除外した。これは， §4．1 で述べた刺激の妥当性に対する疑問を考慮に入れた判断である。また，以下の選択基準に従い，第一刺激または第二刺激の一方を分析対象とした。 CC についてはノイズを含まない CC1，CN1 を分析対象とし，NIについてはノイズの少ない NI1を採用した。NC，ICについては，ア・プリオリな判断 を避け，尤度比適合度の高くなる方を選択した。結果として $\mathrm{NC} 2, \mathrm{IC} 2$ が採用された。以上より，$[D]$ と $[J]$ がそれぞれ $\mathrm{C}, \mathrm{N}, \mathrm{I}$ の 3 水準，$[C]$ は $\mathrm{C}, \mathrm{I}$ の 2 水準となり，分析対象となった被験者の反応頻度 デー夕は， $3 \times 3 \times 2$ の 3 次元分割表を構成する。

[^2]ここで，$[D]$ と $[C]$ は説明変数であり周辺度数 が固定されているため，モデルには $[D \times C]$ の交互作用項を含める必要がある。要求を満たす階層 モデルの中で，飽和モデルを除き有意水準 $5 \%$ で棄却されなかったのは，次のモデルのみであった， $G^{2}(4, N=162)=7.39, P=.12$.

$$
\begin{aligned}
& \log m_{i j k} \\
& \quad=\mu+\lambda_{i}^{D}+\lambda_{j}^{C}+\lambda_{k}^{J}+\lambda_{i j}^{D C}+\lambda_{i k}^{D J}+\lambda_{j k}^{C J}
\end{aligned}
$$

ここで，$m_{i j k}$ は各セルの期待度数 $(i, j, k$ はそれ ぞれ $[D],[C],[J]$ の水準を表す），$\mu$ は $\log m_{i j k}$ の平均，$\lambda_{x}^{X}$ は変数 $X$ の水準 $x$ における主効果， $\lambda_{x y}^{X Y}$ は変数 $X$ と $Y$ の各水準 $x, y$ における交互作用を表している。式（2）のパラメータ $\lambda_{i}^{D}, \lambda_{j}^{C}$ ， $\lambda_{i j}^{D C}$ には説明変数の度数が，$\lambda_{k}^{J}$ には刺激種を無視 した場合の各判断の周辺度数がそれぞれ反映されて いるだけなので，いずれにもあまり意味はない。残 る $\lambda_{j k}^{D J}$ と $\lambda_{j k}^{C J}$ が，それぞれ DH モデルと $\mathrm{PC} モ$ デルのいわば影響力（予測力）を表している。DH モデルまたは PC モデルが「原因」と予測すると き，それぞれの予測通りの反応の頻度を規定する パラメータ $\lambda_{11}^{D J}, ~ \lambda_{11}^{C J}$ の最尤推定値（MLE）は，順 に $1.09,0.60$ となった。このことから，「原因」反応 に対する影響力は，DH モデルの方がかなり大きい $\left(e^{1.09-0.60}=1.63\right.$ 倍）ことがわかる。また，「無関連」反応に関する MLE は，$\lambda_{22}^{D J}=0.41, \lambda_{22}^{C J}=0.77$ となり，これは PC モデルの方が大きかった $(1.43$倍）。両モデルの予測が「原因」と「無関連」に分 かれる刺激に関して，最尤推定パラメータに基づい て C／I反応頻度のオッズ比を計算すると，CI1 で は $1.02, \mathrm{IC} 1$ では 0.96 となり，いずれにおいても僅かながら DH モデルの予測する反応の方が多く なることが示された。

以上より，総合的には DH モデルの方が予測力 が強いことが分かるが，PCモデルの影響も無視で きない程度には存在することが示された。

## 4.4 確信度の分析

因果関係の判断の際の確信度の平均値および標準偏差は，表2に示されている。対数線形分析の場合と同じデータ（図1参照）を用い，DH モデ ルと PC モデルの予測を各因子とし，二元配置分散分析を行ったところ，交互作用が有意であった， $F(2,52)=12.4, P<.01$ そこで，各水準ごとに


図1 各刺激に対する判断の確信度評定平均値。横軸はDH モデル，線はPCモデルの予測に従った刺激分類を示す。

単純主効果を分析したところ，PCモデルは DH モ デルが「原因」の場合のみ，また，DH モデルは PC モデルが「原因」の場合のみ，それぞれ $1 \%$ 水準で有意となった（PCモデル：$F(1,78)=16.56,3.07$ ， 3．02，DH モデル：$F(2,104)=22.62,1.55$ ，いずれ も原因，無関連［，条件］の順）．PCモデルが「原因」の水準における多重比較（Tukey の HSD 法） の結果，DH モデルが「原因」の場合に他の場合よ りも高かった，$M S E=424.5, ~ P<.01$ 。

以上の結果は，両モデルが原因と予測する場合 に，特に確信度が高くなることを示している。両方 のモデルに支持されることによって確信度が高まっ たということは，被験者が因果性判断の際に，随伴性を含む複数の情報を考慮に入れていた可能性を示唆している。つまり，パフォーマンスとしては DH モデルの予測に従ったとしても，その判断過程にお いては，判断の裏づけとなる他の情報も補助的に利用した可能性がある。

## 5．総合的考察

各刺激に対する最頻反応を見る限りっ「条件」に関 する予測以外，DH モデルの予測はほぼ支持された と言える。この結果は，本研究において新たに提案 された因果性判断のモデルの妥当性を十分に裏づけ るものである。一方，対数線形分析および確信度分析の結果は，弱いながらも PC モデルの影響が確か に存在することを示した。以下では，まず，DH モデ ルに対する肯定的結果の含意について考察し，続い て，PCモデルの影響や「条件」の問題などの DH モ デルに対する否定的結果の含意について考察する。

DH モデルは，$P(e \mid c)$ と $P(c \mid e)$ を指標としてい る．しかし，$P(e \mid c)$ に関して言えば，予測可能性の規範的観点からは，その値自体よりも（PC モデル が主張するような）$P(e \mid \bar{c})$ または $P(e)$ と比較し た大小関係を論じない限り，有意味性が保証されな い点に注意する必要がある。なぜならば，例えば，仮に $c$ の起きたときの $e$ の確率 $P(e \mid c)$ が .9 とい う高い値だったとしても，そもそも eの起こる確率 $P(e)$（ベースレート）が .9 であれば，$c$ に関係なく常にeが高い確率で起るというだけのことであるこ とから，規範的には，$c$ の原因としての妥当性は低 いと考えるべきだからである。同様に，$P(c \mid e)$ の大小は $P(c \mid \bar{e})$ あるいは $P(c)$ と比較されるべきだ と言える。それなのに敢えてそれを考慮しないとい うこの種の「手抜き」は，単なるバイアスと捉えら れるべきではない。もし，因果叙述文において稀少性仮説（rarity assumption；Oaksford \＆Chater， 1994）が成立しているとすれば，すなわち，実際に因果関係が問題になるような多くの日常的場面にお いては $c$ や $e$ の生起確率が低いとすれば，より手間のかかる $P(e \mid c)$ と $P(e)$ の対比を計算するより， $P(e \mid c)$ そのものの値を見る方が，現実的に有効な ヒューリスティックス（Gigerenzer，Todd，\＆The ABC Research Group，1999）になると考えられる。 つまり，$P(e \mid c)$ の値を指標値として用いることは，適応的観点から合理的方略と考えることが可能で ある。

さらに， DH モデルは，$P(e \mid c)$ と $P(c \mid e)$ の両方 が高いときに因果性が知覚されることを主張する。 $P(e \mid c)=1$ かつ $P(c \mid e)=1$ のとき $c$ と $e$ の関係は $c \leftrightarrow e$ という実質等値（双条件文）に一致し，また，因果叙述文がしばしば条件文によって述べられるこ とを考えると，DH モデルの予測は，条件文が双条件的に解釈されるという従来の心理学や言語学にお ける知見に対し，適応的合理性の観点から示唆を与 えると言えるだろう。また，Hattori（in press）は，稀少性と双条件性（biconditionality）を仮定するこ とにより，Wason 選択課題における「誤答」の適応的合理性を明らかにしたが，DH モデルはその結果とも整合的である。

次に，$P(c \mid e)$ は，$\S 2$ で述べた通り，「原因のない ところに結果は起こらない」という日常的意味での因果律の反映を意図してモデルに組み达まれたが，観点を変えると，この指標は，結果から逆に原因を

推測する因果推論，すなわち原因帰属における $c$ の原因としての妥当性や，C．S．Peirceの言うアブダ クション（abduction）における説明としての確ら しさを表していると捉えることも可能である．現実的場面において，原因の候補となり得る多数の要因 の中から，できるだけ効率的に妥当性の高い原因候補を絞る必要があるとき，$P(c \mid e)$ の値を用いるこ とは，やはり適応的ヒューリスティックスと言える のだろう．

このようなヒューリスティックスに関連する問題 として，Kareev（2000）は，人間は相関の検出の際， $7 \pm 2$ 個程度の小標本から判断しており，そのこと がむしろ効率のよい相関の検出に役立っていると論 じた。刺激 CI1 の結果が曖昧になった理由として， $§ 4.2$ ではノイズの多さを指摘したが，この刺激は総事象（試行）数の点で特殊であった点にも注意す る必要がある。他の刺激は 10－40 の範囲であった のに対し，CI1 だけは 100 試行を要した。もし被験者が，最初の数試行で大方の判断を決め，残りの情報はあまり重視しないとすると，このような刺激 の場合，系列の順序が判断を大きく左右することに なりかねない。厳密にはこの問題はどの刺激におい ても内在するが，総試行数が多い刺激においてはそ の中の少数の刺激，CI1の場合，特に 1 試行しかな い $\bar{c} \bar{e}$ の系列位置がより大きな問題となる。本実験 では，2つのモデルの予測が分かれる刺激を用意す る必要性からやむを得なかったとは言え，Kareev （2000）の主張を前提とすれば，この刺激の妥当性 に対する疑問の余地は残る。

しかし，総事象数の多さを問題としないモデルも ある．それは，連合論的モデル（Rescorla \＆Wag－ ner，1972）5）や Bayes 的モデル（Anderson，1990） のように，頻度情報を学習の強度として累積•更新していくタイプのモデルである。そのようなモ デルの場合，学習曲線が観察されることを期待し ているため，むしろ，本研究ではスコープに入れ なかった相対頻度と絶対頻度の違いが問題となる。確率値のみならず，絶対頻度も選択に影響を及ぼす ことは，これまでにしばしば指摘されてきた（e．g．， Estes，1976；Denes－Raj \＆Epstein，1994；Slovic， Monahan，\＆MacGregor，2000）．本実験では，相対頻度が一致する刺激は意識的に避けたため明確な

[^3]結論は述べられないが，このようなことが，結果に影響した可能性は否定できない。例えば，CC1 と CC2 の各事象確率は互いに類似していたが，絶対頻度は CC 2 が 2 倍であった。 §4．2 では CC2 のノ イズの多さを指摘したが，絶対頻度の違いがノイズ （いわゆる例外としての $c \bar{e}$ や $\bar{c} e$ の存在）を余計に際立たせた可能性もあるかもしれない。ただ，連合論的モデルが予測する因果判断の学習曲線様の変化 については，否定的な実験結果もあり，議論を呼ん でいる（e．g．，Anderson \＆Sheu，1995；嶋崎，1999； Lober \＆Shanks，2000）．
§4．2，4．3，4．4 のいずれの分析においても，PC モデルの予測力を完全に否定することはできなかっ た。このことは，すべての被験者が全く同じ方略を用いているのではなく，実際には両モデルが予測す る方略が混在している可能性を示唆している。そ れと同時に，§4．4の確信度の結果から示唆された ように，一個人ですら複数の方略の間で摇れ動いて いる可能性もある．今後，このような集団や個人に おける方略の混在情況のモデル化が期待される。ま た，因果関係は悉無律的関係というよりは，むしろ強さを持った関係概念と考えられるので，その強さ を予測できるようモデルを定量化する必要もあるだ ろう。

本研究では，直感的な因果知覚のモデル，すなわ ち，強い事前信念を前提としない状況において，人 はどのような暫定的な因果帰納をするか，という問題を扱った。しかし，現実世界，特に科学や医学 において人間が行っている因果判断は，多くの知識 や信念を前提とし，より分析的な過程を含んでい る。例えば，因果と相関の違いを理解するにして も，多くの知識と複雑な分析的過程が必要となる。人間の因果推論は，他の推論過程（Evans，1984； Evans \＆Over，1996；Sloman，1996；Stanovich， 1999；Denes－Raj \＆Epstein，1994）と同様，本研究で扱ったようなヒューリスティック過程の他に， より高度な分析的過程も存在し，2段階から構成さ れると考えるのが妥当であろう。

実験の結果，「条件」を最頻反応とする刺激は一 つもなかったが，このことに積極的含意を見い出す ことも可能かも知れない。 すなわち，一方がもう一方の「条件」であるという関係（条件関係と呼ぶ） の概念の形成のためには，この実験のような 2 事象間の共変動の観察だけでは不十分かもしれないとい

うことである．もしそうだとすると，条件関係の帰納の説明として次の 2 つの可能性が考えられる。

1 つは，Cheng \＆Novick（1992）の焦点集合の概念に説明を託すものである。しかし，焦点集合と は，文脈に従って半自動的に定まると同時に，多く の人に共有されるものと考えられるが，今のとこ ろ，どのような場合にどのようにして焦点集合が決定するのかが形式化されておらず，不明確な点が多 い。この点に問題が残されている。ただ，指摘して おくべき重要な点は，現在の文脈と異なる別の焦点集合を想定するというのは，かなり分析的な処理を要すると考えられるので，二段階説における第2段階に相当する処理と考えた方がよさそうだというこ とである。そうだとすれば，本研究で扱ったヒュー リスティック過程において条件反応が少なかったこ とも納得がいく。

もう 1 つは，以下で述べる「条件という概念は原因候補事象が複数存在するときに利用される」とす る仮説に基づく説明である。複数の原因候補事象に ついて，Cheng \＆Novick（1992）は，ANOVA モ デルに類似した高階の対比を考えた。しかし，その計算の複雑さは，事象数の増加につれて指数関数的 に増大する（計算論的に手に追えない問題となる） ことに留意するべきである。このような方略は，適応的観点から妥当性が極めて低いと言わざるを得な い。因果概念が，外界を認知するためのしくみとし て進化の過程で獲得された（戸田，1986）とすれば，無数の原因候補事象が存在する現実世界において，淘汰圧により適応性を備えたエージェントが，たか だか暫定的な結論を出すために，指数関数的にコス トが増大する方略を使用するとは考えにくい。

DH モデルの主張は，$c$ と $e$ が双条件的関係にあ る場合に因果関係が知覚されるとするものである。 ならば，条件関係（＝非因果関係）は非双条件的と言えるかもしれない。人は，非双条件的な因果関係 を持つ事象をまとめて「条件」とラベル付けするこ とにより，因果関係の強さの計算が複雑化するのを避けていると考えることはできないだろうか，つ まり，条件とは，原因候補事象が複数存在する場合 に，計算量を爆発させないための概念装置として機能している可能性がある。以上の仮説が正しいとす ると，条件に関する DH モデルの予測は， 3 つ以上 の事象間の共変動情報からの帰納においてこそ検証 されるべき価値があると言えるだろう。
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[^0]:    A Dual－Factor Heuristics Model of Causal Induction， by Masasi Hattori（Ritsumeikan University）．

[^1]:    1）その後，このモデルはパワー PC 理論（power PC the－ ory；Cheng，1997）として発展的展開を見せている．こ の理論の中で彼女は，随伴性の指標として $\Delta P$ よりも $\Delta P /[1-P(e \mid \bar{c})]$ を使うことを提案しているが，この提案を否定する実験結果（Lober \＆Shanks，2000）も報告 されている．本研究では，どちらの指標によってもモデル の予測は変わらない刺激を用いたため，両者を敢えて区別せず PC モデルという用語を用いる。

[^2]:    3）因果性判断が刺激間で独立と仮定すれば，この実験は独立多項抽出（independent multinomial sampling）と みなせるため，$[D]$ と $[C]$ を含む対数線形モデルによる最尤推定が可能となる（e．g．，Agresti，1990，p．169）．
    4）構造的ゼロ（structural zero）を含む多次元クロス表 については，この場合のように，対数線形モデルのパラ メータの最尤推定値が求められない場合がある（Bishop， Fienberg，\＆Holland，1975）．

[^3]:    5）連合学習の Rescorla－Wagner モデル（Rescorla \＆ Wagner，1972）は，ある制約のもとで，随伴性モデル に漸近的に一致する（Chapman \＆Robbins，1990）．

